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Background

|
laaS/ PaaS and Apps provisioning on cloud
platform (mainly on Azure) for different
customer divisions based on specific
division’s needs and privileges were
required.
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Azure platform is managed by customer
with the help of multiple vendors - all
Azure resource provisioning for different
divisions / projects were done through

Azure DevOps

Governance process (especially the
deployment process) were
not streamlined and monitored across
multiple vendors

Key Challenges:

% Managing more than 300+ DevOps pipelines

% Unable to get a unified view of various DevOps projects and pipelines status
< Managing multiple variables in automation accounts

Number of utilities/components - Azure
Runbooks, ARM Template, .NET API and
Azure DevOps extensions were
developed to automate the deployment of

commonly used Azure resources

VA

Classic Azure DevOps CI/CD pipelines
to deploy each utility

2%

< For each target environment there was
a separate CI/CD pipeline per sub-

component. As a result, there was a

large number CI/CD pipelines (300+)
across utilities and environments.

—_—— -

Azure DevOps extension was used to
deploy Azure resources which in
turn called runbook, .NET
APl and used ARM template to deploy

Azure resources

< Managing PS modules in automation accounts
% Keeping Wiki Portal up-to-date with frequently changing ARM templates
% Tracking of changes - Who, What, When, Where, and Why
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Our Solution S l

We provided a holistic approach to firm up the Deployment process:

Analyzed existing pipelines
Designed a Consolidation approach to consolidate multiple pipelines (refer next slide)
Created a prototype of new approach to prove the approach works

Extended existing DevOps pipelines to include quality check gates, approval process specific to each division

Proposed a new Branching strategy (refer to Branching strategy slide) to facilitate by-directional commits and pulls, create features from trunk, gated release to Production,
traceability of backlogs and bug fix commits

Identified critical manual tasks across DevOps processes and provided automation solution for each of those tasks - reducing errors, reducing maintenance and to speed up
the deployment process

Assessed customer’s current DevOps maturity through our in-house EAZe Framework
Assessed all pipelines and provided recommendation on Key DevOps Metrics to be captured across environments / pipelines to have better DevOps Governance

Implemented custom DevOps Dashboards showcasing all the metrics that we recommended across pipelines and environment
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Pipeline Consolidation and
Branching Strategy




Before Pipeline Consolidation vy A

l Code Check In < Each main component
& had multiple sub-

MAPS COMPONENT components

DEV ANV IN AZURE

Sub Component 1 DEV Pipeline

SubComponent 1 | : + For each sub- .
Sub Component 2 DEV Pipeline ! e— components and per
TRUNK SubComponent 2 2 2 ! NA— ' Environment one
BRANCH SubComponent 3 Sub Component 3 DEV Pipeline 'L : Pipeline was created
< No Bidirectional updates
Approval PULL REQUEST - Changes done in

Master branch for
STAGING ENVY IN AZURE Production not reflecting

SubComponent 1 — A i it?r;'rzgﬂlé{sStaging
|
VEIPOAY SubComponent 2 | :
STAGING I N '
SubComponent 3 I
BRANCH P el « Pull to Trunk or Pull to
Dev not available
PULL REQUEST
< No feature branches
SubComponent 1 Sub Component 1 PROD Pipeline possible from Trunk
MASTER SubComponent 2 Sub Component 2 PROD Pipeline
< No traceability of bug fix
BRANCH SubComponent 3 Sub Component 3 PROD Pipeline backlogs to commits
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Pipeline Consolidation Approach §“‘§l

0 l Code Check In U Our approach was
One MAPS Component with 3 subcomponents in the Repo a to implement
1

YAML pipelines
DEV ANV IN AZURE

1

1

! VT U Single YAML pipeline
i « _— | per package with all
i : subcomponents

Sub Component 1

Yy

Trunk Sub Component 2

B h
K-~ A Sub Component 3

/7 U Same pipeline to
. contain deployment
e STAGING ENVY IN AZURE scripts for all the three
K Ittt target
environments (Dey,
Staging, Prod)

SubComponent 1
Temporary

Staging SubComponent 2
Branch

_>'<________________
N

SubComponent 3
S U Dev environment to

AN maintain versions in
N Trunk Branch

| : U Staging to maintain in
! — ——— I ;
RN i Staging Branch
- 1

|

4

Master Branch

1
e B ' U Production
| Environment to

maintain versions in
Master Branch
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Branching Strategy Approach §l

D
I
1
1
Time Trunk release branch (temp) ot Master : I'bﬁd'l

feature branches (temp) QLI 1
I -
' HHH
| -
|
1
! Approach
1
1
E +*» Master is all synchronized with trunk

@ ! ¢ Temporary hotfix branches are allowed for urgent fixes

! only
' % Developers can create feature branches from trunk
: % Gated pull to Master
i +¢* Deployment to Production

‘ ! +» Master is automatically pulled to Trunk after Production
! release
1

@ ' +¢ Developer responsibility to resync and pull to dev

il : +» Gated pulls to Trunk and deployment to Development
' environment
1
: ¢ Gated approval for Release branch creation; Trunk is
: locked automatically
i ¢+ Bug fixes can be deployed to staging from release branch
! ¢ Gated pull to Master branch
' ++ CD to Production
1
I +¢ Pull to Trunk
1

@ : +» Automated deletion of temporary release branches
! ¢ Other enhancement will be pulled into dev only after
v ! code synchronization
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Deployment through new Approach

Runbooks were deployed to
Automation account

.NET API were deployed Azure App
Service

Policy definitions were deployed and
assigned to Management
group/subscription/resource group scope

Private build agents are used for
pipeline deployment

Testing involved using Azure DevOps extension for the utility to
create/provision particular Azure resource(Key Vault, Azure SQL,
App Service Plan, App Service Environment etc.).

Raising service request in Service Now which would
then trigger the workflow for resource creation.
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ARM templates were deployed to
storage accounts

Azure DevOps Extension were deployed
to Visual Studio Market place

For staging and production, each subcomponent was
deployed in five regions like North Europe, North Central
US, West Europe, South Central US and South-East Asia.

Deployment into staging and production triggered
through approval process

Resource Creation Options:

In some cases, resource gets provisioned through a triggering
of approval request emails and approval from approvers

FACL

Copyright © 2021 HCL Technologies Limited | www.hcltech.com



Execution Approach and Timelines fl

-
T

- Analyze existing pipelines / —
packages / Environments

Design consolidation f\,\ Execute — Consolidate
strategy - WP\ DevOps pipelines

~———————

Shortlist components Create new pipeline Configure / realign Test Environment / % fEaEs 17 (E Archive existing classic
for consolidation based through YAML script existing PaaS$ / laa$ service consolidated pipeline Pipeline
on below factors: packages with new provisioning through new
# Status of backlog SRR NEIEL branching strategy pipeline Fix Environment specific Release the new
% Current deployment of tasks, quality check Trigger each pull issues Consolidated pipeline for
SEEE gates, variable groups, Configure pipeline pull request from respective developer’s usage
* ool testing tasks across requests for each branch for environments o TeauEs Wit
M gependency . environments and environment Validate user/role service connection name Monitor the pipeline
% Business Priority LTy . - A
& Readiness appropriately specific provisioning
YAML SAST / DAST Testing
{ Sprint based execution - Span of 2-4 weeks per component — varies based on complexity of pipeline }
Digital & ey 2
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Automate DevOps
Manual tasks




Automation Activities *“fl

There were multiple manual tasks carried out as part of DevOps process earlier.

We assessed all the manual tasks and identified three critical manual activities and automated such activities for better maintenance
and to accommodate changes in a faster way.

ACTIVITY

% Azure Automation Account -
Update All PowerShell Modules

to latest version

ACTIVITY

Update ARM templates in

Wiki(Archetypes) Update variables in
Automation account

ACTIVITY

% Azure Automation Account -
Update Single PowerShell
Module to a specific version
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Automation Activities — scope and approach @‘fl

Activity 1:PowerShell % Update PowerShell Module in automation account | < Import scripts for PowerShell module update as run-book in
Module Update from outside the automation account the Automation Account
+ Governance policy should be excluded and % Create Web Hook for the imported run-books
included before and after updation of PowerShell % Create YAML pipelines for all module update and single
module module update
% There should be provision to update all modules to | ** Tasks in the pipeline
latest version and also to update single module to o Exclude Governance Policy
particular version o Call Web-hook for PowerShell module update

o Include Governance Policy

Activity 2 : ARM template | When ARM template gets deployed through CI CD % Execute git bash commands from YAML pipeline
update pipeline in prod then template should be updated in | & Using git bash commands where there will be two remote
Wiki repos (one source repo and another target wiki repo). ARM

template will be copied from source to target repo

Activity 3 : Variable update | Exclude and Include governance policy in automation | < Run PowerShell commands from pipeline to
account add/update/delete variables

% Exclude and Include governance policy in automation

Provision to add/update/delete variables in account

automation account
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DevOps Metrics
and Dashboard




DevOps Metrics Recommended Py A

+* No common DevOps metrics were measured or monitored across Azure DevOps pipelines.
+» We assessed different sets of pipelines and recommended below metrics to be captured across components/ packages, pipelines and environments.

Pipeline Run Specific Metrics Build, Release And Deployment

< Pipeline Pass Rate % Active releases

% Pipeline Pass Rate Trend < Deployment Success/Failure (% Failure can be calculated if we have sufficient data)
< Pipeline Failure Trend < Builds by result.

< Pipeline Duration 80th Percentile < Builds by Repository and branches

D>

< Top 10 steps by Duration 80th Percentile

Commits And Pull Requests Product Backlog Specific Metrics

Product Backlog by Type (Features/CR/Bugs/Tasks)

X3

%

R
°n

Commits by Repository and branch

3

< Pull Requests by Repository for the commits » Bug trend

D>

B3

» Cumulative Flow Diagram (CFD)

®,
°

Related Work Items to the Pull Requests and Commits

X3

o

Lead/Cycle Time

R
°n

Deployment frequency

< Deployment duration

>

®,
o

Lead time — from Dev to deploy

®,
°n

Mean Time to recovery
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DevOps Dashboard

S~ -

Customer required very interactive
dashboards to filter/collapse/roll-
up/roll-down metrics data at
branch level / repository level/
package level
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We leveraged Azure DevOps APIs to
pull-in data relevant to all
deployments across
components/environments/commits

Created custom Power Bl based
widgets by creating multiple
queries cross querying across

various entities

We were able to showcase many
different custom views which were
not possible through OOTB Azure
DevOps dashboards
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PBI Dashboard - View 1

Pipeline Runs
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Commits by Repositories and Branches

# Commits by Branch

# Commits by Date

committerdate Month

granch comp o [N :

If Conmits Master » Commits Staging and Commits
Dev then Red, if Commits
ng Red , IF Commits Staging

#Commits
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% Filters
O search

Repository
is Key Vault Provisioning

PipelineName
is (A1)

Filter type

Basic filtering

O Search

[0 Key Vault Provisioning Extension Dev I

Key Vault Provisioning Extensicn Prod CI

Key Vault Provisioning Extension Stg CI

Key Vault Provisioning Runbook Prad CI

O
O
O Key Vault Provisioning Runbook Dev CI
O
[ Key Vault Provisioning Runbook Stg CI
L

VandlarliDrmuicinninaGinnlaDinalina

CompletedDate
11/22/2020 - 2/19/2021

Filter type

Relative date

Show items when the value:
isin the last
90

days

+/ Include today

YV Filters
O search

Filters on this page

Repository
is Analytics Services

Commit Branch
is (All)

Deployment KPI-Pipeline Runs

Deployment frequency (Count by Branch)

BranchName ®@refs/heads/Dev @refs/neads/maste:

!

TotalCnt

Jan 17 Jan 24

@refs/heads/Staging

10
I -l||l |I.| ‘LI‘ ‘I Il. II ,
Jan31 Feb 0T Feb 14

100%

FailRate

% Failed deployments

BranchName ®@refs/heads/Dev @refs/!

Deployment duration secs

BranchName ®@refs/heads/Dev @refs/neads/maste:

30,000

20000

TotalDurationSeconds

(]

@refs/heads/Staging

-

1
% Filters b
1
1
O Search 1
@refs/heads/Staging 1
1
Filters on this page ‘,
1
Repository ~& |
is Key Vault Provisioning \
Filter type :
Basic filtering ML
1
O Search |
L1 mus rovisioning ]
O Integration Services 1 :
Key Vault Provisioning T
[0 Maps Exception Handling 1!
- . I
enz o O MAPS Helper Bot 1
[ Maps Region Mapping (o]
1
] NGF Orchestration 1,
1
PipelineName ~ :
is (All
(All) h
Filter type 1
Basic filtering v :
0 Search :
" oni ; 1
- — || . o ™ [0 Key Vault Provisioning Extension Dev Cl 1 '
Fen 07 Fen 14 I Key Vault Provisioning Extension Prod I 1|
) [0 Key Vault Provisioning Extension Stg €I~ 1 |
1
[ Key Vault Provisianing Runbook DevCl 1 |
I Key Vault Provisioning Runbook Prod €I~ 11| 1
1
O Key Voult Provisioning Runbook Stg €1~ 1| |
[ KewlalBrrvicinninaSinaleDinslina T
1
i W Filters >

Deployment KPl and MTTR

Deployment Irequency (Count of commits by Branch)

2020 June 02

[ [—

Deployment Duration ( dill b/w PR created and closed time)
200,

£ search

Filters on this visual

Repositary v @
is Analyties Services

Commit Branch

= (AN

=ommits
is (Al

committerdate - Day
5 (Al

WorkitemType ®Eug ®Product Backiog ltem ®Task @User Siory

: IIIII
o

LeadTimelays

e

MTTR by Repositary. PR and associated Wi List (tolal lead time days for PR associated work items!

cammitter.date - Manth
iz (Al

committer date - Year
s (Al
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PBI Dashboard - View 2
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e " e Analyd Builds, Releases & Deployments by Repositories and Branches
Count of Work tems by Type and Created Date Count of Work Items by State Category and Created Date | | Bug Trend )
o " uilid 4 £ sea Active Releasas Release deployment status by branch B search
WorkitemType @ & ok StateCategory @(2iank] @Compieted @ oced B ‘WaorkitemTy... @ 8ug
. deploymentstatus @ir
- Filters on this page iy itory.name ~
= £ is (Al
E E + I |
= H - - . I AreaPath Filter type
£ £ 2" is (M) —
: E O — H ¢ sic fiterin -
E ng ) g . Basic filtening
: @ . I “ ! e R Seacch
5 5 is (A
= = S ——— E
. ) StateCategory b H 2 . - . . O L
1® o 1% 2 wn i3 (AN) 0 o 0 « &0 .
FCounWI FCountWI Year S O 2
0y - m] 3
Release Burn Down Cumulative Flow (Open ltems by Column Name! - —— —
! Builds by Result and Start Date Builds by Repo & Source branch m] 1
. ColsmnMame s @Active ®Aralysis @Backog @8 @Cioted ®Commis_ b
result ®succesded sourceBranch M. @refunas.. @ et nes r nes.. » o 3
mn 57
H N
2 e : - souree ~
o™ o ity
z H - . is (ANl
3
s @® - - i Filters
Build and release details ¥ >
Release and deployment details 3
£ search
vt an Filters o this page
zure SQL ease. 35495 M Dev active  succeeded Approved 20214
Branching. mation Relgase.13 35494 B prup Dev BCtwe  fucceeded Approved 202102 o
b
—x Policy Deployment Release-37 38483 M ook - Staging actve succeeded Approved 2021-02-23 NE - Stagir . N
i itori - Y Filters » 5 reiease branches
I Builds, Releases & Deployments by Repositories and Branches — ) is (A
Release.102 38459 R M. Stging setve  succesdss Appreves 0210223
¢l w .
Release deployment status by branch £ search Repository name
Wit Fravisioning Release-105 35473 R M- Staging actve  succeeded Approved 20219, is (AL
deploymentStatus @infrogren @ W i
rapasitary name ~ - = repository.m v &
s (A1) pasitory.name
Build details ) |
er type
£ . w
i — Basic filtering -
T - VM Provisioning -5¢ ster schecule completed  succeeded norma
i | A VM Brovisioning -NE ster schedule completed succeeded normal Vv &
- VM Provisioning -MC ster schecule completed Succeeded normal is refs/heads/master
. . B 3 a0 o n n WM Browisioning -NE ster schedule completed  succeeded noma e
Eount of it O 23 wisioning -NE ster schedule completed succeeded s AL
[ T = a 3 sioning -KE ster schedule completed succeeded
Builds by Repo & Source branch a 1 sioning -NE ster schedule completed succeeded
sourceBranch @ ea. . v O 3 sioning -NE ster schedule completed succeeded
m 7 sioning |-we ster schedule completed succeeded i
VM Provisioning sourcefiranch
:ezl:"b:niv'umlu . Al
= £ E : .
i § Exclude itter type
= = Basic fitering -
a -] Dril through ~ »
= H 2 Search
2 3 Analyze . -
= O srepm 3
O refane: h 30
1 refsrhe: 359
bl ) X & & 800 u d o bach = a evOps Dashboard - Deploymen ata upda f
P - O refhe 5 & Goback A G ~ BP DevOps Dashboard - Deployment KPI | Data updated 2/24/21
- - O refuhe 10
O refsime n 4
O refabe - 1
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Benefits




Benefits to the Customer

Significant improvement
from maintenance
perspective .

-0~
7’ S

Number of pipelines
has come down from
300+ to 30+.

Digital &
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In line with Microsoft
Recommendation to move
away from classic pipelines

I SO

Security checks by
inclusion of SAST steps
in YAML pipelines itself.

Pipelines are easily portable
to a different environment
now, as the pipelines are
maintained as code

PP YO

7’ N

Version control of
YAML pipeline code
through source
control.

Enhanced Automated
provisioning pertaining to
division specific
customization

Faster and clear traceability
of changes across
environments

PP YO

Unified dashboard
with status of different
features / pipelines in

one screen
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